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Executive summary

Biometric technologies have in principle the potential to significantly improve worker 



2 Policy Contribution | Issue n˚23/21 | November 2021

1 Introduction
Traditionally, the analysis of the impact of technology on labour markets has focused on 

https://www.statista.com/statistics/1048705/worldwide-biometrics-market-revenue
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Comprehensive data on the use of biometric technology in workplaces is scarce, 

a problem that should be addressed by policymakers. Because the adoption of new 

technologies in the workplace has significant potential to affect workers’ well-being, a first key 

step is to improve the ability of public authorities to accurately monitor this phenomenon as 

it unfolds. According to one survey (European Commission, 2020), 42 percent of enterprises 

in the EU use at least one kind of AI technology, but information is lacking about whether 

the AI technologies are applied to employees or customers, and no distinction is made 

between biometric and non-biometric systems1. Analysis in European Commission (2020) 

by individual technology shows that those that can be classified as biometric technologies 

are among the less-utilised: natural-language processing (speech recognition, machine 

translation or chatbots) has been adopted by only one in ten firms, while 9 percent of 

enterprises use computer vision (visual diagnostics, face or image recognition), and the use 

of sentiment analysis (analysis of emotion and behaviour) is even rarer, at 3 percent2. A few 

sectors, including social work, education and real estate predominantly adopt AI systems 

related to biometrics, but overall adoption levels are very low. Skill shortages, both in the 

labour market and internally, represent major obstacles to the adoption of AI technologies 

in general. However, for the adoption of sentiment analysis, reputational risks and lack of 

citizen’s trust represent significant adoption barriers. These barriers are not considered very 

problematic for other technologies. 

The increasing interest of regulatory authority in these markets is therefore not coinciden-

tal. The European Union, for example, has been increasingly active in recent years in attempt-

ing to define a legal framework to mitigate the risks of abuse arising from advanced technol-

ogy. The general data protection regulation (GDPR), which entered into force in 2018, is the 

bluntest example. In April 2021, the European Commission proposed harmonised rules on 

artificial intelligence, commonly referred to as the ‘AI Act’ proposal (European Commission, 

2021a). The main goals of the proposed AI Act are to create the conditions for ethical AI and 

the concrete enforcement of rules that mitigate AI risk, especially as experienced by the most 

vulnerable. For the workplace, the proposed AI Act specifically lists as high-risk:

•  
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fingerprint recognition, offers benefits in terms of accuracy, security and efficiency. 

• Recruitment: The purpose of AI systems in recruitment, including biometrics, is to create 

objective, data-driven candidate evaluations, for example through automated interviews or 

psychometric assessments. 

• Monitoring: The digitalisation of work in many sectors has created new possibilities for 

uninterrupted and comprehensive worker surveillance. With biometric AI, employers can 

keep track of productivity, for example through keyboard logging or movement sensors, or 

measure performance using affective computing, concentration tracking or social metrics. 

• Safety and wellbeing: One of the arguably most promising use cases for AI in workplac-

es is to improve worker health and safety. AI can help address a wide range of causes of 

morbidity by reducing the risk of accidents, burnout and musculoskeletal disorders. Most 

of the biometric systems we review rely on physiological data gathered through smart 

sensors and wearable devices that track muscle use, movement, fatigue or stress levels. 

2.1 Security

Table 2: Biometric AI for security
Employees Employers

Risk Benefits Risks Benefits

Privacy issues,

surveillance,

function creep

Contactless identification, 

simplification, no risk of losing 

keycards/forgetting passwords

Data protection 

liability

Higher security, 

reduced risks of 

insider fraud

Source: Bruegel.

Security represents the classic use case for biometric technology in workplaces. Companies 

have an interest in restricting access to their facilities, data and resources to authorised per-

sonnel only, which necessitates a process of identity verification. Figure 2 shows the rate of 

use of biometric authentication methods in EU countries and in the United Kingdom, in 2019. 

One in ten of all EU companies rely on biometric authentication and verification in the work-

place, with use rates ranging from as high as 24 percent in Malta to only 4 percent in Slovenia 

and Bulgaria. Fingerprint recognition is by far the most popular type of biometric authentica-

tion, followed by facial recognition, according to a survey of IT professionals5. 

Figure 2: Use of biometric authentication in enterprises, 2019

Source: Eurostat. Note: Data for the Netherlands is not available.

5 Peter Tsai, ‘Data Snapshot: Biometrics in the Workplace Commonplace, but Are They Secure?’, Spiceworks, 12 

March 2018, available at 

https://community.spiceworks.com/security/articles/2952-data-snapshot-biometrics-in-the-workplace-commonplace-but-are-they-secure
https://community.spiceworks.com/security/articles/2952-data-snapshot-biometrics-in-the-workplace-commonplace-but-are-they-secure
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https://www.hpe.com/us/en/newsroom/press-release/2020/06/hpe-to-deliver-five-new-return-to-work-solutions-to-help-organizations-accelerate-recovery-in-wake-of-covid-19.html
https://www.hpe.com/us/en/newsroom/press-release/2020/06/hpe-to-deliver-five-new-return-to-work-solutions-to-help-organizations-accelerate-recovery-in-wake-of-covid-19.html
https://www.hpe.com/us/en/newsroom/press-release/2020/06/hpe-to-deliver-five-new-return-to-work-solutions-to-help-organizations-accelerate-recovery-in-wake-of-covid-19.html
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2.2 Recruitment

Table 3: Biometric AI for recruitment
Employees Employers

Risk Benefits Risks Benefits

Discrimination, 

spurious correlations, 

bias, lack of feedback

Potentially 

more objective 

interview

Liability, loss 

of talent due to 

spurious correlations 

Cost reduction, 

potentially more 

equality in the hiring 

process

Source: Bruegel.

https://www.jobscan.co/blog/99-percent-fortune-500-ats/
https://www.washingtonpost.com/technology/2019/10/22/ai-hiring-face-scanning-algorithm-increasingly-decides-whether-you-deserve-job
https://www.washingtonpost.com/technology/2019/10/22/ai-hiring-face-scanning-algorithm-increasingly-decides-whether-you-deserve-job
https://www.inc.com/minda-zetlin/ai-is-now-analyzing-candidates-facial-expressions-during-video-job-interviews.html
https://www.inc.com/minda-zetlin/ai-is-now-analyzing-candidates-facial-expressions-during-video-job-interviews.html
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without human intervention is however challenging and potentially problematic, in particu-

lar when the automated evaluation is the basis for hiring decisions.

A key question that needs answering even before considering its potential usefulness in 

the workplace is whether or not AI is capable of doing what it claims. A review of the literature 

by Barrett et al (2019) emphasised that technology companies overestimate the scientific 

validity of their base assumption that there is universal emotional expression. Instead, the 

authors found that emotional facial expression is highly context-specific, and that this vari-

ation is still understudied. They concluded that not only it is premature to use technology to 

draw conclusions about people’s internal states, such analyses may completely lack validity if 

they fail to include the context of the individual (Barrett et al, 2019).

Furthermore, there is a major transparency issue (Raghavan et al, 2019; Sánchez-

Monedero et al, 2019). It is currently not possible for researchers to evaluate the validity of the 

assessments. Developers of AI-powered hiring tools are reluctant to make their code or data 

available for independent audits, given their proprietary and sensitive natures. They further-

more rely on their own definitions of unbiased or fair algorithmic assessment, as currently 

there are no regulations in force that provide a legal standard for these terms. Given that the 

tool is trained on the set of current staff for each vacancy, characteristics of performance vary 

from job to job. Sánchez-Monedero et al (2019) concluded that even the most transparent 

providers fail to disclose how job-seekers can learn how their performance affected the sys-

tem’s evaluation. AI-backed systems are not geared to provide information on which factors 

(ie facial expression, voice, pitch) and parameters influence their assessments. In the case of 

the recruitment tools, this implies that neither candidates nor human resources managers 

can follow and retrace AI-based decision-making. The key risk, as a result, is spurious corre-
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Monitoring employees is not a new concept. Yet, in contrast to direct supervision by a 

physically present superior, the digitalisation of work and the internet of things (IoT) enables 

continuous and comprehensive tracking of all of workers’ activities (Edwards et al., 2018). 

Interest in using technology to monitor and control what workers do is booming. The 

https://www.theverge.com/2019/4/25/18516004/amazon-warehouse-fulfillment-centers-productivity-firing-terminations
https://www.theverge.com/2019/4/25/18516004/amazon-warehouse-fulfillment-centers-productivity-firing-terminations
https://www.theguardian.com/world/2008/mar/27/germany.supermarkets
https://www.dailymail.co.uk/news/article-1334400/Female-staff-Norway-ordered-wear-red-bracelets-period.html
https://www.dailymail.co.uk/news/article-1334400/Female-staff-Norway-ordered-wear-red-bracelets-period.html
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corporate metrics on output and performance, AI can link specific behaviours, such as 

talkativeness, or whether a worker dominates conversations, to productivity, identify (un-)

productive processes and make suggestions to improve organisational efficiency (Eveleth, 

2019; Ito-Masui et al, 2021). Although linking a badge to the wearer’s identity requires consent 

according to the developers, critics argue that surveillance opportunities remain within reach, 

in particular in small or medium-sized entities (Moore, 2020).

Affective computing can also play a role in monitoring work performance. A US start-up 

called Cogito developed an AI system for call centres which assesses the mood of customers 

during phone calls and cues agents to adapt their way of speaking accordingly. Using voice 

analysis and natural language processing, the technology detects over 200 indicators of 

emotional state of both the customer and the agent in real-time. When it identifies a certain 

emotional state in a customer – for example frustration – it alerts the agent to speak more 

slowly, or display more empathy. Importantly, the AI serves not only as a tool to improve cus-

tomer satisfaction, but also to monitor workers, as supervisors have “the ability to proactively 

listen to live calls with no extra setup required [and] are automatically alerted to calls in which 

a customer is having a poor experience”15. 

Automated monitoring may ensure that well-performing workers are identified and 

rewarded in a more consistent and objective manner. However, this comes at a cost of con-

https://cogitocorp.com/product/
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ventive action by detecting hazards and risks before they manifest themselves in accidents 

or illnesses (Pavón et al, 2018). Through sensors, these systems gather data from the workers 

and their surroundings aimed at environmental sensing, proximity detection and location 

tracking (Awolusi et al, 2018; Svertoka et al, 2021). Biometric AI systems typically combine 

data collected on workers from physiolytic equipment, with environmental data gathered 

from other sensors or cameras (Svertoka et al, 2021). Physiolytics are wearable devices that 

use measurements of body functions, such as heart rate, muscle use or blood oxygen level, 

in machine-learning models and data analytics, from which AI draws conclusions about the 

physical and sometimes psychosocial state of the wearer (Mettler and Wulf, 2019). Weara-

https://www.businessinsider.com/amazon-plans-ai-cameras-surveil-delivery-drivers-netradyne-2021-2
https://www.businessinsider.com/amazon-plans-ai-cameras-surveil-delivery-drivers-netradyne-2021-2
https://www.businessinsider.com/amazon-delivery-drivers-netradyne-ai-cameras-punished-when-cut-off-2021-9
https://www.businessinsider.com/amazon-delivery-drivers-netradyne-ai-cameras-punished-when-cut-off-2021-9
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Box 1: Computers are everywhere except in workplace safety statistics

Biometric technologies have a great potential to increase safety at work. However, in 

sectors in which adoption of digital technologies has constantly increased in the past years, 

there has been no corresponding drop in injury rates. Statistical information on the use of 

AI-powered biometric equipment in the EU is not yet available, but we can use proxies: it is 

reasonable to assume that sectors in which digitisation and robotisation are higher also tend 

to have a higher rate of adoption of biometric technologies. Figure 3 compares the trend of 

robot adoption with workplace accidents in Europe. It might be expected that, as production 

processes become more automated, injuries would also become less frequent. However, 

that is not observed in the data: most of the growth in adoption of robotics took place after 

2013/2014, but injury rates declined mostly before that. While the insights from this analysis 

cannot be conclusive because of the lack of detailed data on the type of technology adopted 

by companies, they nevertheless suggest that worker safety does not seem yet a significant 

driver of companies’ technological investment. 

Figure 3: Workplace accidents and robotics adoption in industry, EU28

Source: Eurostat and World Robotics. Note: number of fatal accidents in manufacturing and number of non-fatal accidents in construction 

expressed on the right axis.
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3 From theory to practice to policy
The taxonomy of biometric technologies used in the workplace that we have described above 

has one primary purpose: to help make more concrete what the European Commission has 

only sketched in broad terms in its AI Act proposal. The Commission is right to emphasise 

that using AI in the workplace can be very risky. But grasping the dynamics through which 

technology and actual harm are linked is an essential condition for effective regulation. 

We note that there is a significant scarcity of data at granular level. This scarcity prevents 

observers from monitoring the implications of the adoption by employers of new technolo-

gies. While progress is being made in terms of data collection on technological adoption by 

European companies (for example, Eurostat has now indicators that monitor uptake of AI 

technology), statistics still lack detail on the type of biometric technology used. The AI Act 

may help partially to address that issue, in that it imposes notification obligations to providers 

of high-risk applications. The European Commission plans to establish a system for register-

ing standalone high-risk AI applications in a public EU-wide database, and this is a welcome 

development. Yet, the database will be mostly driven by the information supplied by the AI 

application providers, which may not be able to accurately foresee all potential risks that can 

emerge at user level. It would be preferable to design coherent statistical systems for captur-

ing information directly from EU employers about AI use.

The AI Act should also broaden the scope of what it considers ‘biometric data’: it currently 

relies on the definition adopted in the GDPR, which hinges on the application of the informa-

tion collected to identify individuals. However, as we have discussed, biometric technologies 

may have detrimental effects on workers even if not strictly used for personal identification 

(for example, data can be lawfully collected at personal level, but raw aggregate biometric 

data can be stored and used to control the workforce collectively).  

For individual workers, biometric technologies in the workplace pose a variety of risks. 

There are privacy concerns: devices collect a myriad of detailed, sensitive data, with the risk 

that these may be accessed by (unauthorised) third parties or used by the employer without 

the employee’s consent for purposes other than initially foreseen. These risks are pervasive 

and represent a significant barrier. There is a potential loss of personal freedom or control 

 -3.9 (on)derot’: il7 (t a er)85.1 1bhslyployploy(tion  37 (iK)85 n1 (. H)1(ar).444 Td)11 (ye[((for ehe em)4 (plo)19 (k)1 ( (’)(en)75 (es)-4y b)-2 (y)4 9 (e)-3n)6.9 (aen)7.-ithout 
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that would reward employers that adopt technologies with high potential to increase safety at 

work while, if anything, penalising use of technology that can harm workers through intensive 

monitoring or automated emotional scrutiny. The European Commission in June 2021 issued 

the ‘Strategic Framework on Health and Safety at Work 2021-2027’, which outlines actions 

to improve workers’ health and safety in a changing world of work (European Commission, 

2021b). In this strategy, the Commission also recognises the potential of new technologies, 

including artificial intelligence, to improve occupational health, safety and wellbeing. 

https://www.biometricupdate.com/202005/biometric-time-and-attendance-systems-restricted-by-european-data-protection-rules-dutch-authority-issues-fine
https://www.biometricupdate.com/202005/biometric-time-and-attendance-systems-restricted-by-european-data-protection-rules-dutch-authority-issues-fine
https://www.biometricupdate.com/202005/biometric-time-and-attendance-systems-restricted-by-european-data-protection-rules-dutch-authority-issues-fine
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